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ABSTRACT

Mobile devices are increasingly used as terminals for play-

back of multimedia content. However, maximizing the user’s

quality of experience is challenging due to the highly variable

conditions of the wireless channels. A possibility to cope with

such a variability is to dynamically adapt the source coding

rate during the transmission, which is the underlying idea of

the DASH standard. This work proposes a new framework

to improve the quality of the DASH-based streaming expe-

rience by allowing to adjust the tradeoff between the quality

of received content and the risk of playback freeze due to an

empty buffer, which is a strong quality-disruptive event. The

problem is analytically formulated and an efficient method

to compute the playback freeze probability as a function of

the representation choices over time is presented. Numerous

simulation results using real download rate traces of 3G chan-

nels show the performance improvement compared to other

bandwidth-adaptive algorithms as well as the robustness of

the framework to variations of its most important parameters.

Index Terms— DASH, mobile video streaming, video

quality, bandwidth adaptation, freeze probability

1. INTRODUCTION

Multimedia communications are currently a large share of the

traffic on packet networks, both wired and wireless. In recent

years, multimedia communication and streaming in particular

shifted from using streaming servers based on the UDP/RTP

protocol [1], to the so called HTTP streaming, where trans-

mission uses the reliable TCP protocol which supports HTTP

communications. In this scenario the client control the com-

munication by means of its requests.

Standards such as the MPEG Dynamic Adaptive Stream-

ing over HTTP (DASH) [2] follows this paradigm, standard-

izing how to describe multimedia resources available on a

server and how to segment them to allow easier adaptation

of the communication to the channel conditions. The client

is, in fact, free to choose any representation of the resource

which deems appropriate for the current channel conditions,

requesting segments of such a representation and potentially

changing the representation each time a new segment has to

be requested.

The standard does not specify any client adaptation logic,

since this is both not required for interoperability and it would

be counterproductive due to the several different scenarios

in which clients can operate. However, an adaptation logic

is needed for a client to take the maximum advantage of all

the representations available on the server, that is, to optimize

the quality of the communication subject to the available re-

sources.

In order to devise effective adaptation strategies, differ-

ent aspects should be taken into account. First, estimating

the available channel bandwidth is important since wrong es-

timation may cause playback freezes due to the impossibility

to receive the multimedia data on time for playback. A typical

case could be requesting representations whose bandwidth is

excessive compared to the available channel bandwidth. Sec-

ond, several decisions must be taken during the communica-

tion. At the end of the download of each DASH segment, the

next one can be requested. At this time it is possible to change

the representation, if needed, in order to increase the quality

or, conversely, to decrease it to reduce the bandwidth require-

ment. How to optimize such decisions is currently the target

of several research efforts.

Multimedia communications based on the UDP/RTP pro-

tocol have received a lot of attention and even complex rate-

distortion optimized frameworks are available for such sys-

tems [3]. For the case of HTTP-based multimedia communi-

cation systems similar approaches can be used to formulate

the problem, but one of the major difficulties is that DASH

does not provide, at least in a standardized format in the Me-

dia Presentation Description (MPD), detailed quality param-

eters that can be used to perform such a rate-distortion opti-

mization.

Therefore, several heuristic algorithms have been pro-

posed to dynamically decide which representation should be

requested each time is it possible to download a new segment.

The main parameters considered by such systems are the cur-

rent buffer level, i.e., how far is the playback system from a

freeze event in case the channel degrades significantly, and an

estimate of the current channel conditions. Both values are

easily available at the client. An example of such an approach
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is proposed in [4], which considers both a threshold for the

buffer level and a conservative approach in the representation

selection, i.e., a slow rate increase if the channel conditions

are significantly good and a rapid decrease in the opposite

case.

Other researchers proposed methods to adapt the classi-

cal rate-distortion optimization frameworks also to the case

of HTTP streaming. For instance, the work in [5] tailors a

classical rate-distortion optimization approach to the case of

HTTP streaming using segmented content. However, the pro-

posed system relies on the availability of information about

the distortion values corresponding to each segment which, in

a DASH system, should be conveyed outside the MPD. Others

suggest to use a Markov decision process to decide, each time

a new segment can be requested, which is the best decision to

take, as in [6]. However, the system relies on the definition

of a series of rewards associated with the states of the process

whose tuning is critical to achieve the desired performance.

In this work we propose a new framework that opti-

mizes the video quality of the communication by maximiz-

ing a quality measure based on the chosen representation and

its variation over time, while at the same time it keeps the

the probability of having freezes, a strong quality-disrupting

event, under a given threshold. Since in a real bandwidth-

limited scenario maximizing the quality typically implies tak-

ing advantage, to the maximum extent, of the available band-

width to request the best representations, the buffer level will

always be critical for good performance and in particular to

avoid freezes. We argue that being able to explicitly track the

probability of such events allows to better tune the tradeoff

between quality and uninterrupted playback.

The paper is organized as follows. Section 2 provides

background information about the adaptive HTTP streaming

and the DASH standard. The proposed framework is detailed

in Section 3, followed by Section 4 that presents the simula-

tion setup. Results are presented and discussed in Section 5.

Finally, conclusions are drawn in Section 6.

2. ADAPTIVE HTTP STREAMING WITH DASH

The HTTP protocol has been deemed for long time unsuitable

for multimedia communications. However, in recent years

the popularity of approaches based on HTTP for streaming

applications has radically changed the perception.

In fact, the MPEG DASH [2] standardizes such an ap-

proach, aiming at delivering multimedia content over Internet

using HTTP-based streaming. Following the typical MPEG

philosophy, the specification covers all the aspects necessary

for interoperability, in particular the Media Presentation De-

scription (MPD) and the format of the segments in which the

content is subdivided. All other aspects are left outsize the

scope of the standard itself.

DASH naturally provides adaptation, since a key DASH

feature is the possibility to make multiple representations, i.e.,

quality levels, available to the client. Such levels may be pro-

vided by several different encodings of the same content at

different bitrates, or using other approaches such as scalable

coding systems.

All resources represented by means of the DASH stan-

dards are to be split into segments that can be individually

addressed and requested by the clients. Segments of differ-

ent representations are aligned so that is it possible to switch

from one representation to another at their boundaries without

incurring in content decoding disruptions. However, a varia-

tion in the requested representation clearly affects the user’s

perceived quality.

While this flexibility is one of the key strengths of DASH,

implementing a good adaptation algorithm that maximizes

the quality of the communication is not a trivial task espe-

cially when there are many representations to choose from.

The DASH standard does not provide algorithms or strategies

since this is not needed for interoperability, as well as they are

highly dependent on the scenario.

However, some information about the representations in

order to support adaptation is available through the MPD de-

scription. In particular, the size of each segment is typically

available either in the form of the number of bytes (by means

of byte ranges information) or the average rate of the repre-

sentation itself. Such information is important for the opti-

mization algorithm. Notably, for the current version of the

standard no consensus has been reached in order to insert

quality information attached to each representation, partly

due to the different ways in which quality might be defined.

Therefore, this is a limitation that has to be taken into account

by a generic optimization algorithm.

However, the use of a reliable transmission protocol such

as HTTP over TCP partly mitigates this issue with respect to

the case of UDP/RTP streaming since it assures that the data

is either available in an uncorrupted form or it is not available

at all. Therefore, most of the DASH-based systems focus on

avoiding interruptions (freezes) in the playback process and

on minimizing the number of switches between different rep-

resentations, since this might be annoying for the user [7].

3. OPTIMIZATION FRAMEWORK

Consider a multimedia content, such as video, that is divided

into segments, each one of them representing a certain time

interval of the media content, e.g., 2 seconds. Each segment

is encoded into several representations, with different quality

and consequently average bitrate. The bitrates are known to

the server and they are communicated to the client by means

of the MPD.

The client performs HTTP download requests to the

server in a sequential manner, requesting segments that rep-

resents temporally consecutive parts of the original content.

After each request, the client waits for the download to be

completed, makes the segment available for playback and de-



© 2015 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, including
reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or
reuse of any copyrighted component of this work in other works.
The final publication is available at IEEE via: http://dx.doi.org/10.1109/ICME.2015.7177479

cides which representation has to be requested for the next

segment. At the same time, the client also performs an esti-

mate of the available download bandwidth on the basis of the

download time of the latest segment.

More formally, let Nc be the number of frames in each

segment, f be the frame rate of the video content, S be the

total number of segments of the video sequence, b the current

number of frames in the client buffer, and {r0, ..., rR−1} the

set of the average bitrates of the R available representations.

We also define a set {q0, ..., qR−1} which relates each rep-

resentation to a certain quality value. The global quality Q

of a video playback experience depends on the set of repre-

sentations {π0, ..., πS−1} chosen for each segment i, where

πi ∈ {0, ..., R− 1} corresponds to the index of the represen-

tation in the set of average bitrates or quality.

Each time the client has the possibility to begin download-

ing a new segment s the following problem must be solved:

max{Π} Q = 1

S
{qπ0

+
∑S−1

j=1
(qπj

− β|∆qπj ,πj−1
|)}

s. t. P (bk < 0) < PT , k ∈ {s, ..., S − 1}
(1)

where ∆qπj ,πj−1
= qπj

− qπj−1
is the quality variation

from the (j−1)-th segment to the j-th segment, β is a penalty

factor for the change, P (bk < 0) is the probability that the

client buffer is empty at any future downloading decision for

segment k, PT is a probability threshold and Π is the set of all

possible ordered combinations of (πi, ..., πS−1) values which

have not already been decided. PT expresses the willingness

of the client to risk that variations in the available bandwidth

make the playback freeze. Taking a higher risk means that it

is typically possible to achieve a better quality Q.

When a new downloading decision can be taken, a number

s−1 of πj , j ∈ {0, ..., s−1} have already been decided since

the corresponding HTTP request have already been sent. The

future πj , j ∈ {s, ..., S}, instead, need to be determined in

order to solve the optimization problem.

One of the key difficulties lies in computing the term

P (bk < 0) which is, of course, function of πj , j ∈ {s, ..., S},

as well as of the future available channel download band-

width. When the download decision for segment s can be

taken, the number of frames in the buffer bs is known. Let

∆bs the variation of bs just after the next segment has been

completely downloaded:

∆bs+1 = Nc −Nc

rπs

ds
(2)

where ds is the effective download rate of the next segment

s, which is not known when the decision is taken. Therefore,

∆bs has to be considered a random variable. Eq.(2) can be

solved for ds:

ds =
rπs

·Nc

Nc −∆bs+1

(3)

Assuming that the download rate ds remains constant during

the segment download it is possible to compute the probabil-

ity that a given range of ∆bs+1 values happen by integrat-

ing the pdf of ds between the extremes that yield the desired

range. Therefore, considering the case ∆bs+1 ∈ (−∞, 0) it

is possible to compute the P (bk < 0) value.

3.1. Bandwidth Estimation

We propose to compute an estimate d̂s of the future average

download bandwidth ds for segment s by considering it as a

normally distributed random variable with mean and variance

as described in the following. The mean is computed on the

basis of the previously observed download bandwidth values

according to an exponential average with parameter α:

d̂s = αds−1 + (1− α)d̂s−1. (4)

Each time a new segment is completely downloaded this

estimation is updated. The variance σ2 of the future average

download bandwidth for the next segment is instead assumed

to be constant. Although this might seem a quite rough esti-

mation of the channel behavior, the results section will show

that the performance is sufficient to perform an effective op-

timization.

3.2. Freeze Probability Estimation

Given the current number of frames in the buffer bj (i.e., the

buffer level) and the pdf of the download bandwidth it is pos-

sible to compute the pdf of the buffer level bj+1 at the end

of the download of the segment j, from which the estimation

of P (bj+1 < 0) is straightforward. The process can be re-

peated for subsequent downloads, considering the probability

of each possible value of the buffer level bj+1 and reapplying

the same procedure.

The situation is depicted in Fig. 1, where the procedure

is represented by means of a trellis, in which at each stage a

new segment is downloaded, and each node at the same stage

represents a different amount of frames in the buffer.

Given a certain sequence of representation requests for

future segments πj , j ∈ s, ..., S, it is possible to determine the

probability of being in any node of the trellis by multiplying

the probability of the previous node with the probability of

the transition to the current node which is equal to the one of

the ∆bj values that lead to that node. The freeze probability,

i.e., P (bk < 0), k ∈ {s, ..., S}, is simply the probability of

the corresponding black node in the trellis.

Note that from a black node there is only one edge to the

next black node. This is because we are interested in esti-

mating the probability that, at any new segment request in the

future, there has been a freeze event.

As we move on in the trellis towards the right (i.e.,

towards future segment requests) the number of nodes in-

creases. Although some probabilities will become negligible

and can be neglected for the purpose of computing P (bk <

0), the complexity of the computation significantly increases.
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Fig. 1. The trellis representing the possible situations of

buffer level once a given number of segments have been

downloaded (2 in the figure). The size of the segment is as-

sumed to be 2 frames. For all dashed edges the download

rate is lower than the rate of the requested representation r.

The objective is to compute the probability of the black-filled

nodes representing a freeze event.

For this reason, as well as because the estimation of the down-

load rate of the channel in the future is more and more uncer-

tain as the distance from a known value increases, we limit the

number of future segments considered, thus limiting the com-

plexity of the estimation. The results section will show that

considering just two or three future segments yields a satis-

factory performance.

Therefore, if N future segments are considered, the prob-

lem stated in Eq. (1) reduces to:

max{Π′} Q = 1

S
{qπ0

+
∑s−1

j=1
(qπj

− β|∆qπj ,πj−1
|)+

∑s+N−1

j=s (qπj
− β|∆qπj ,πj−1

|)}

s. t. P (bk < 0) < PT , k ∈ {s, ..., s+N − 1}
(5)

where part of the expression of Q (the first row) is constant

and Π′ represents the set of all possible ordered combinations

of the next (πs, ..., πs+N−1) values which have not already

been decided.

3.3. Solving the Optimization Problem

All elements are now available to model the system as a

Markov decision process. At any time a request decision can

be made there is a limited set of options (i.e., the index of the

requested representation for the next segment πs) that lead to

different states, characterized by a buffer level and a video

quality, with certain probabilities. Note that the buffer level

and video quality characterizing each state can be computed

by using only those of the states in the previous stage. Hence,

the Markov property is satisfied.

Therefore, given a certain threshold for the freeze proba-

bility, i.e., the PT value, the maximization problem in Eq. (5)

can be solved by exploring the various states of each trellis

stemming from each combination of (πs, ..., πs+N−1). Once

the P (bk < 0) values and corresponding quality values are

known, it is trivial to find the state that maximizes the quality

subject to the PT constraint.

Note that the computational burden of the operation can

be reduced by means of precomputing the probabilities of

the edges in the trellis, which can be reused for all the

trellises that correspond to the explored combinations of

(πs, ..., πs+N−1) values. In particular, the quantitiesP (∆b|r)
can be precomputed for all possible rates r of the representa-

tions and for all the ∆b values needed.

Finally, note that in order to reduce the complexity, each

node could be used to represent a range of frames BT in the

buffer and not a single integer value. This may greatly reduce

the number of operations both in terms of both the ∆b values

needed and the combinations of probabilities to get the value

for the nodes in the trellises corresponding to P (bk < 0).
Though such an approach may reduce the precision of the

computation of P (bk < 0), however, the results section will

show that an acceptable performance can still be achieved

even with such approximation.

4. SIMULATION SETUP

To assess the performance of the proposed algorithm several

simulations have been run. We considered DASH streaming

sessions of a 40-second long video clip. Each segment is 2 s,

so the video clip is composed of 20 segments. The used repre-

sentations are shown in Table 1 in terms of bitrate. Moreover,

we associated a quality value to each representation. With

reasonably spaced rate intervals between the representations,

we assume that adjacent representations provide equal quality

increments from the point of view of the final user. However,

any reasonable value is suitable for the proposed framework.

Though it would also be possible to compute the quality of

each segment using objective quality metrics such as PSNR,

we preferred to use such quality indexes in order to better

parametrize the annoyance caused by the switch from one

representation to another one as expressed by the β param-

eter in the Q term of Eq. (1). However, the results section

will investigate the influence of such a parameter on the per-

formance.

We also compared the performance of the technique pro-

posed in our framework with the one provided by the tech-

nique described in [4]. This uses, as main input parameters,

the current buffer level, compared with a predefined thresh-

old to determine if the buffer is too empty, and an adjustable

parameter γ to decide when moving towards a lower bitrate

representation (switch down). If the ratio between the bitrate

of the downloaded segment and its actual fetch time is lower

than γ, a switch down is performed.

We simulate the transmission by relying of actual rate

traces captured from 3G HTTP download sessions using a

mobile device. Figure 2 shows the bitrate of the eight traces
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repr ID rate quality

#0 200 1.0

#1 300 1.5

#2 400 2.0

#3 550 2.5

#4 700 3.0

#5 850 3.5

#6 1000 4.0

Table 1. Average bitrate and assumed quality for each of the

representations used in the experiments.
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Fig. 2. The rate of the eight HTTP download speed traces

used in the experiments as a function of time.

used in the experiments as a function of time. It can be clearly

noticed a strong rate variability over time. In all simulations,

unless otherwise noted, the following parameters have been

used: β = 1.0, PT = 0.03, σ = 100 kbit/s, N = 3, BT = 5.

5. RESULTS

First, we compare the performance of the proposed frame-

work with the technique in [4]. Figure 3 shows the average

quality achieved by both techniques when used for transmis-

sion over the wireless channel realizations represented by the

traces in Fig. 2. The values are shown as a function of the

β parameter which models the user’s annoyance due to the

change in the quality of the representations. The performance

of the proposed technique is shown for two N values, i.e., the

optimization is performed by considering the freeze probabil-

ity P (bk < 0) after the transmission of two or three segments

in the future. For the technique in [4], two different buffer

level thresholds have been considered, i.e., 2 and 4 s of me-

dia content in the buffer, that is, one or two DASH segments.

The γ parameter, which influences the step down decision,

has been set to 0.8. The proposed technique performs bet-

ter than the reference one for the whole range of considered β

values, hence showing its robustness regardless of the amount

of annoyance that is assumed to be perceived by the user in
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Fig. 3. Comparison of the proposed technique and the one

in [4] in terms of video quality as a function of the β parame-

ter. Average over all the traces.
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Fig. 4. Average quality performance of the proposed tech-

nique over all considered traces as a function of the number

of frames BT represented in each node of the trellis.

case of transitions between different representations. Note

that the central value β = 1.0 means that a change of one step

in the representation basically removes the advantage of do-

ing the change if the representation has higher bitrate, while

it doubles the quality penalty when moving towards a lower

bitrate representation. No freeze events were experienced in

any simulation.

We now analyze the performance of the proposed frame-

work as a function of two important parameters, the number

of frames BT represented by each single node in the trellis

and the σ of the download bandwidth of the channel. The

former is particularly important to reduce the complexity of

the algorithm. Figure 4 shows that the performance is almost

constant even if BT is increased up to 5. Such a value al-

lows a significant complexity reduction since, for an average

case of 100 frames in the buffer, only 20 nodes instead of 100

need to be considered in the trellis. More importantly, also

the number of edges between the nodes significantly reduces.

Figure 5 presents the performance of the proposed frame-

work as a function of the assumed σ value, which is important

for the reliability of the P (bk < 0) value. The graph shows

that the value close to the one measured for the traces consid-

ered in this work (i.e., 86) yields a good performance. If the

value is significantly changed the performance may degrade

but it is still better or equal to the best one of the reference
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Fig. 5. Behavior of the proposed technique as a function of

the σ assumed for the wireless channel.
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Fig. 6. Behavior of the proposed technique as a function of

time.

technique (see Fig. 3 at β = 1.0.)

Finally, the behavior over time is shown in a typical case.

Figure 6 shows, for the proposed technique and one of the

traces in Fig. 2, the rate of the selected representation, the

buffer level, the freeze probability, the download rate of the

last segment and the quality Q. It can be noticed that the

freeze probability P (bk < 0) is kept under the threshold level

PT = 0.03 while at the same time the formulation of the

quality using β = 1.0 limits the number of representation

changes. The reference technique [4] is also shown in Fig. 7

as a function of time when using the same trace. Comparing

the two figures it is possible to notice the advantage of the

proposed technique, which closely follows the download rate

increase at the end of the trace due to a very low estimated

freeze probability which in turn allows a more aggressive be-

havior, whereas the reference technique only moderately in-

creases the rate in the same time interval.

6. CONCLUSIONS

This paper presented a new framework to improve the qual-

ity of the DASH-based streaming experience by proposing a

method to tune the tradeoff between the quality of received

content and the probability of playback freeze due to an empty

buffer. An analytical formulation has been presented, as well

as all the necessary elements to efficiently compute the play-
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Fig. 7. Behavior of the technique proposed in [4] as a function

of time.

back freeze probability as a function of the representation

request decisions. Results based on simulations using real

download rate traces of 3G channels showed that the approach

provides better performance compared to other bandwidth-

adaptive algorithms. Finally, the robustness of the framework

to its most important parameters has also been assessed.
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