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ABSTRACT

This paper focuses on optimizing real-time intervehicle video com-

munications from an image analysis perspective. Differently from

traditional multimedia communication schemes which are typically

optimized to maximize perceptual quality as perceived by human

users, in this work we propose a new packet importance estimation

method designed to capture the contribution of each packet to the

performance of the image analysis process. Packet importance val-

ues are used to optimize video packet scheduling and retransmission

in the context of ad hoc 802.11 intervehicle communications. Sim-

ulations using actual intervehicle transmission traces show PSNR

gains up to 2.3 dB and 0.8 dB compared with the standard MAC-

layer ARQ and a distortion based optimized ARQ technique respec-

tively, as well as up to 10% accuracy increase with the tested image

analysis algorithm.

Index Terms— Intervehicle communications, low-delay video,

application-aware packet scheduling

1. INTRODUCTION

Potential applications of wireless multimedia communications are

numerous, and include telephony, remote surveillance, entertain-

ment, etc. Typically, users the multimedia communications are

human beings. However, automatic multimedia processing and

analysis systems, enabled by the constant increase of processing

power, have already started to appear, e.g. for video surveillance ap-

plications. Automotive applications are another promising example.

Some cars already include cameras aimed at the road to improve

driving safety, e.g. in difficult environmental conditions such as

night, and the interests for solutions which improve driving safety is

constantly increasing. In such a context, it could be highly beneficial

to driving safety if cars could connect to each other and exchange

information, e.g. warning and safety messages. Moreover, in the

near future they could also establish more complex form of com-

munications, such as real-time video transmissions, to perform, e.g.,

cooperative visual processing of road information from multiple

point of view. This would improve, for instance, obstacle detection,

and in the long term, contribute to accident prevention.

Many efforts have been devoted to investigate wireless multime-

dia communications issues. In particular, it is well known that mul-

timedia streams exhibit non-uniform perceptual importance, which

has often been exploited to improve multimedia communication per-

formance [1, 2]. In these works, perceptual importance is typically

defined according to the expectations of human users. To the best
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of our knowledge, we are not aware of any effort aimed at optimiz-

ing communication in terms of the performance of automatic im-

age analysis and processing algorithms at the receiver. A partially

similar approach is image segmentation of natural scenes, coupled

with MPEG-4 object-based video coding. However, this approach

requires the use of a specific video codec and the segmentation algo-

rithm is often difficult to tune properly.

In this work we propose and investigate a video communication

system optimized from an image analysis application perspective. In

particular, a new packet importance estimation method is proposed,

based on both the importance of the video data from the image anal-

ysis perspective and the peculiar dependency characteristics of a typ-

ical compressed video stream. The resulting packet importance val-

ues are used to optimize video packet scheduling and retransmission

in the context of ad hoc 802.11 intervehicle communications. Re-

sults are provided in terms of both image quality and performance of

the image analysis process.

The paper is organized as follows. Section 2 introduces the typ-

ical intervehicle wireless communication issues, while Section 3 de-

scribes the proposed technique in details. Section 4 and 5 present the

simulation setup and results, respectively, followed by conclusions.

2. INTERVEHICLE WIRELESS COMMUNICATIONS

Wireless communications are challenging due to noise and interfer-

ence. Moreover, in the case of intervehicle communications, node

mobility is high, because vehicles often move at high speed and dis-

tance between nodes can quickly vary. Thus wireless signals can be

easily attenuated by obstacles and reflections, which are one of the

reasons of the strong time variability of the quality of intervehicle

channels.

Some studies investigated the performance of intervehicle com-

munications, in particular using the 802.11 protocol, to experimen-

tally assess the characteristics of intervehicle channels, concluding

that the effective throughput is highly variable [3, 4]. However, the

recently approved (for trial use) Wireless Access for the Vehicular

Environment (WAVE) communication standard [5] uses a variant of

the 802.11 protocol, namely the 802.11p, as the data communication

layer. WAVE provides different channels, some of them available

for custom application deployment, e.g. multimedia communica-

tions. Video communication between vehicles, for instance, could

be deployed to enable videoconferencing between passengers of cars

traveling in the same direction as well as cooperative road video pro-

cessing applications.

However, the possibility of successfully deploying such multi-

media communication applications mainly relies on the availability

of techniques which can efficiently cope with the strong time vari-

ability of intervehicle channels. A sample packet loss pattern, ex-
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Fig. 1. Sample packet loss pattern (part of Trace 2).

tracted from intervehicle communications experiments [6], is shown

in Figure 1. Each square represents the transmission of a single

packet. Time increases from left to right, rows show consecutive

time segments. White indicates successful packet reception while

black means that the packet could not be successfully received,

hence black rectangles refer to runs of consecutively lost packets.

From the figure it is clear that the wireless channel greatly varies as

a function of time, from quite good conditions to instants in which

the communication is severely impaired. Therefore, during bad

channel conditions it is extremely important to take the maximum

advantage of the few available transmission chances by sending the

most important information first.

The 802.11 standard uses retransmissions to combat packet

losses. However, such a mechanism is data-agnostic, i.e. it sim-

ply retransmits packets, one at a time, up to a predefined number

of retransmissions, called retry limit, regardless of the data con-

tained in packets. Therefore, the retransmission mechanism could

be improved by means of appropriate application-aware packet

retransmission and scheduling strategies.

3. APPLICATION-AWARE SCHEDULING OPTIMIZATION

Packet scheduling optimization has often been used to optimize the

performance of video communications, and many efforts focused on

improving the communication quality as perceived by the user. All

these approaches typically include a video quality estimation mea-

sure which is used to drive the optimization process, so that it is

possible to choose, among each possible transmission policy, which

is the one which yields the highest expected video quality. For in-

stance, the most widely used utility measure for video communica-

tions is the Peak Signal-to-Noise Ratio (PSNR).

However, when the user of the video stream is an algorithm per-

forming image analysis rather than a human user, different metrics

could be more appropriate. In particular, we propose to define a

utility measure to reflect the importance of each of the various parts

of the image for the purpose of the image analysis process. This is

not easy since in general the various parts of the image provide a

contribution to the performance of the image analysis process which

is difficult to model and which cannot be easily separated from the

others.

For the purpose of this work, we focus on a generic road object

detection application based on real-time analysis of video captured

by a camera positioned in front of the car. Pictures of the same scene

captured from different perspectives improve the performance of im-

age analysis algorithms since they allow to perform multi-view pro-

cessing of the scene. In this work we focus on a scenario in which

video data captured by the front camera of a car is compressed and

transmitted to a nearby car to allow cooperative visual processing of

road information improving, e.g., automatic object detection. Since

intervehicle wireless communications might be impaired by a high

packet loss rate, it is advisable that, in such conditions, the most im-

portant parts of the video stream from the image analysis perspective

are sent with higher priority than the rest of the data. Note that we

address a generic object detection application, thus it is not possi-

Fig. 2. Example of key points determined by the KLT feature tracker.

ble to pre-process images locally at the sender and transmit only the

results provided by a given application.

This work proposes a general framework to solve such a prob-

lem which relies on the identification of a number of key points in

each captured video frame, which are considered important from the

image analysis perspective. To practically implement this approach

we use the Kanade-Lucas-Tomasi (KLT) feature tracker [7, 8] to de-

termine the key points, and on the basis of their position inside the

picture, we define the priorities of the video packets which will be

used by the scheduling algorithm. However, note that, despite the

presented approach makes use of a particular algorithm, i.e. the KLT

feature tracker, any image analysis algorithm which is able to pro-

vide a set of important points can be used. Moreover, such infor-

mation can often be obtained with little computational effort as a

by-product of image analysis algorithms. Note that, for the purpose

of this work, regardless of how key points are obtained, it is suf-

ficient that they are positioned near to the most important parts of

the image from the image analysis perspective. Figure 2 shows an

example of the results provided by the KLT feature tracker.

We assume that a standard video encoder is running on the

sender node. No particular techniques to optimize the encoding

process for later image analysis are implemented in the encoder.

Moreover, each slice in inserted into one packet hence the maxi-

mum slice size is bounded by the network Maximum Transmission

Unit (MTU). The encoder produces I and P frames only, due to the

low-delay requirements of the real-time visual processing applica-

tions. Moreover, resiliency is improved by periodic insertion of

intra-coded frames.

In order to determine the best packet transmission policy at a cer-

tain time instant, each possible combination of packet loss patterns

should be considered to compute the exact effect on the performance

of the image analysis algorithm, and the effect should be weighted

by the probability that such a combination of events occurs. Clearly

this approach is impractical because both probabilities are difficult to

estimate (e.g. due to channel burstiness and strong time variability)

and performance is a non-linear combination of the received data.

Thus we propose a much simpler heuristic algorithm, based on

the expected utility of each packet for the image analysis perspec-

tive. For simplicity’s sake, we assume that the number of key points

computed at the sender is constant for each video frame, however a

corrective factor could be introduced to consider a variable number

of points for each frame. For each packet i, let ki the number of
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key points belonging the area of the video frame represented by that

packet. Let ki/mi the utility value per macroblock for that packet,

where mi is the number of macroblocks included in that packet.

Then that value is further adjusted by means of two coefficients to

obtain the packet priority value. The first coefficient fi considers

the dependency structure implied in video coding. fi is defined as

the number of frames which depends on the frame to which packet i
belongs. For instance, its value is equal to the GOP size in frames if

the packet belongs to an I frame, while it is equal to one in case of

packets belonging to the last P frame of the GOP. Then, a second co-

efficient ti is introduced to give packets belonging to I frames higher

priority than the rest of the packets since, if correctly received, they

stop error propagation. Experimentally it has been found that a good

ti value is the ratio of the average size of I frames over the average

size of P frames. ti is equal to one if the considered packet does not

belong to an I frame. In summary, the priority value vi for the packet

i is given by vi = ki · fi · ti/mi.

The principle underlying the design of the packet priority func-

tion is to transmit with higher priority the parts of the image that,

in case of loss, greatly reduce the performance of the image analy-

sis algorithms at the receiver side. The function is designed to con-

sider both the position of the key points and the dependency structure

which is typical of video coding.

Three packet scheduling and retransmission techniques are con-

sidered in this work: the standard 802.11 MAC-layer Automatic Re-

peat reQuest (ARQ) technique, the Distortion-Based (DB) technique

for intervehicle video communications described in [9] and the pro-

posed algorithm. The standard 802.11 technique retransmits packets,

in the order given by the queue, up to a maximum number of retrans-

mission attempts (retry limit). The other two techniques select, at

each new transmission opportunity, the packet with the highest pri-

ority value, regardless of its position in the queue. For the DB tech-

nique, the packet priority value is computed according to [10, 11],

i.e. it uses the MSE distortion that would be caused by the loss of

the packet in the decoded video sequence (including error propaga-

tion), while the proposed technique uses the vi value. Moreover,

both techniques remove packets from the transmission queue if their

stay in the queue exceeds a given threshold which is determined by

the real-time constraints of the application.

4. EXPERIMENTAL SETUP

To assess the performance of the three scheduling techniques, we

perform trace-based [6, 12] packet level simulations of 802.11 ad

hoc transmissions between two vehicles traveling along the same

road. The average packet loss rate ranges from 4.9% to 32.8% de-

pending on the trace. Video resolution is 640x480, 30 fps. The

H.264 codec v. JM11 is configured to produce 12-frame GOP with P

frames only, with fixed quantization stepsize. Packet size is approx-

imately constant, equal to the MTU size (1500 bytes). Each video

segment length is 30 s. The IP/UDP/RTP protocol stack is used,

and packetization complies with RFC 3984. Error concealment is

performed by substituting missing areas with the same areas in the

previous frame.

Since the two devices communicate directly, the MAC-layer

ACK/NACK information is used to determine, for each sent packet,

the transmission outcome and to eliminate, from the transmission

queue, successfully received packets. We configured the feature

tracker to provide 100 key points for each video frame. The ti

coefficient is equal to four for I frames. The retry limit for the

standard MAC-layer ARQ is set to seven, which is the default on

most systems. The maximum communication delay allowed by the
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Fig. 3. PSNR performance over the whole image for all techniques.

Fig. 4. Sample of the region considered as the most important for

image analysis (brighter areas.)

application is 66 ms.

5. RESULTS

Figure 3 shows a comparison of the PSNR performance computed

over the whole image for the three techniques. Results are plot-

ted for various loss traces with increasing packet loss rates. The

performance of the proposed technique is higher than the standard

MAC-layer ARQ technique and it is similar or slightly higher than

the performance achieved by the DB ARQ technique.

We also computed the PSNR value on a region of the image,

which is the most representative part from the image analysis per-

spective. That region includes all macroblocks which contains at

least one pixel whose distance from a key point is lower than a

given threshold, set to ten pixels. A sample of such a region, which

changes for each frame according to the results of the KLT algorithm

applied on the original video sequence, is shown in Figure 4. Fig-

ure 5 shows the PSNR results computed on that region. The perfor-

mance gain of the proposed technique over the standard MAC-layer

ARQ is up to 2.3 dB, and up to 0.8 dB with respect to the DB ARQ

technique. The analysis on confidence intervals shows that with 95%

accuracy the average gain is between 0.43 and 1.16 dB in the former

case, and between 0.20 and 0.40 dB in the latter. Such results are in

accordance with the performance of the image analysis algorithm.
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Fig. 6. Percentage of correctly localized key points for all tech-

niques.

Figure 6 shows the percentage of key points in the decoded video

whose position is the same as in the original error-free video. The

proposed technique allows correct localization of up to 10% more

points than the MAC-layer ARQ technique, and 3% more than the

DB ARQ technique.

Finally, Figure 7 shows the performance of image analysis for

the proposed technique and the best reference technique (i.e. the

DB ARQ) as a function of time. The performance of the proposed

technique over the whole trace is only 2% higher than the DB ARQ

technique, due to averaging with long time periods in which commu-

nication is good. However, when transmission is impaired by packet

losses, the performance gain is significant, e.g. from 40% to 90%

correctly localized key points around 9 s. The performance would

be even better if compared with the standard MAC-layer ARQ tech-

nique.

6. CONCLUSIONS

This work proposed a technique to optimize video communications

from an image analysis perspective. A new packet importance es-

timation method is introduced, which is based on both the impor-

tance of the video data from the image analysis perspective and the

peculiar dependency characteristics of a typical compressed video

stream. Packet importance values are then used to optimize schedul-

ing and retransmissions in the context of real-time intervehicle com-

munications. Simulation results, evaluated in terms of both image

quality and accuracy increase of the image analysis process, show

that the proposed technique outperforms the standard 802.11 MAC-

layer ARQ mechanism as well as a distortion-based optimized re-

transmission algorithm.
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time, Trace 8.

7. REFERENCES

[1] M. Gallant and F. Kossentini, “Rate-distortion optimized lay-

ered coding with unequal error protection for robust internet

video,” IEEE Transactions on Circuits and Systems for Video

Technology, vol. 11, no. 3, pp. 357–372, March 2001.

[2] P.A. Chou and Z. Miao, “Rate-distortion optimized streaming

of packetized media,” IEEE Transactions on Multimedia, vol.

8, no. 2, pp. 390–404, Apr 2006.

[3] J.P. Singh, N. Bambos, B. Srinivasan and D. Clawin, “Wireless

LAN Performance Under Varied Stress Conditions in Vehicu-

lar Traffic Scenarios,” in Proc. IEEE Vehicular Technology

Conference (VTC), Sept. 2002, vol. 2, pp. 743–747.

[4] P. Bucciol et al., “Performance evaluation of H.264 video

streaming over inter-vehicular 802.11 ad hoc networks,” in

Proc. of IEEE Int. Symp. on Personal Indoor and Mobile Ra-

dio Communications (PIMRC), Berlin, Germany, Sept. 2005.

[5] “IEEE trial-use standard for wireless access in vehicular en-

vironments (WAVE) — multi-channel operation,” IEEE Std.

1609.4, November 2006.

[6] H. Wu et al., “CRAWDAD data set gatech/vehicular,” URL:

http://crawdad.cs.dartmouth.edu/gatech/vehicular.

[7] C. Tomasi and T. Kanade, “Detection and tracking of point

features,” Carnegie Mellon University Technical Report CMU-

CS-91-132, April 1991.

[8] “KLT: Kanade-Lucas-Tomasi feature tracker,”

http://www.ces.clemson.edu/stb/klt/index.html, 2007.

[9] E. Masala and J. C. De Martin, “Distortion-optimized re-

transmission for low-delay robust video communications over

802.11 intervehicle ad hoc networks,” in Proc. of ACM Int.

Workshop on Vehicular Ad Hoc Networks (VANET), Montreal,

Canada, Sept. 2007, pp. 69–70.

[10] E. Masala and J.C. De Martin, “Analysis-by-synthesis dis-

tortion computation for rate-distortion optimized multimedia

streaming,” in Proc. IEEE Int. Conf. on Multimedia & Expo,

Baltimore, MD, July 2003, vol. 3, pp. 345–348.

[11] F. De Vito, D. Quaglia, and J.C. De Martin, “Model-based dis-

tortion estimation for perceptual classification of video pack-

ets,” in Proc. IEEE Int. Workshop on Multimedia Signal Pro-

cessing (MMSP), Siena, Italy, Sept. 2004, vol. 1, pp. 79–82.

[12] H. Wu et al., “An empirical study of short range communica-

tions for vehicles,” in Proc. of ACM Int. Workshop on Vehicular

Ad Hoc Networks (VANET), Sept. 2005.

512


